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Part I
Growth and Business Cycles

1 Introduction and Simple General Equilibrium Models

At the heart of modern macroeconomic models is the belief that growth and “business cycles” should be
explained by making explicit assumptions regarding the “deep” structural parameters of the economy,

namely:
e tastes and preferences of agents;
e production technology; and
e market structure.

In this section we will focus on how to represent agents in a simple economy, define the business cycle,
and talk about stylised facts of economic growth. Rounding out the section will be a focus on the

consumption Euler equation, a key equation which we will revisit time and time again.

1.1 Economic growth verses the business cycle

Macroeconomists conduct “business cycle analysis” by breaking down a data series, such as GDP, into
a “non-stationary” long-run trend and a “stationary” cyclical component. Consider the plot of US real

GDP in Figure 1.
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Figure 1: Log of US Real GDP
FRED -2/ — real Gross Domestic Product

Natural Log of (Billions of Chained 2012 Dollars)

1950 1955 1960 1965 1870 1875 1980 1985 1990 1995 2000 2005 2010 2015 2020
U.S. recessions are shaded; the most recent
end date is undecided. Source: U.S. Bureau of Economic Analysis fred.stlouisfed.org

Let’s use the simplest tool, log-linear trend, to try and break down the cyclical components of the real

GDP time series to estimate the following regression

InY; =yt =a+ gt +e, (1)

where Y; is real GDP, the trend component is a + gt, €; is a zero-mean stationary cycle component.
We can define the log difference in real GDP, Ay,, as having two components: constant trend growth

g and the change in cycle component Ae;. We thus have:

Ay =yt — Y1
=a+tgt+e—a—gt—1)—e_1
=g+e€ —€-1

:g—AEt.

Plotting this log-linear fit gives us the plots that we see in Figures 2 and 3. But drawing these straight
lines to detrend a series can provide misleading results. For example, suppose that the correct model
is

Yo =g+ Y1t 6, (2)
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where growth has a constant component ¢ and a random bit €,." Cycles here are just an accumulation
of all the random shocks that have affected Ay; over time. There is no tendency to revert to the trend,
as the expected growth rate is always g no matter what happened in the past. In this case, Ay, is
stationary: first differencing gets rid of the unit-root (non-stationary stochastic trend component) of
the series. In this simple example, if we fit a model like (1) to a series like (2), there might appear to be
mean-reverting cyclical component when there actually is not. The simple takeaway is that detrending
a time series — to understand the underlying trend, business cycle component, seasonality, and any
other purely random fluctuations — is not as simple as fitting in a straight line.?

Figure 2: Log-Linear Trend of US Real GDP
10.0 =

9.5

9.0

8.5

8.0

75 A
1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010

li.e., The data is generated by a random walk with drift.
2Johannes Pfeifer — the Dynare extraordinaire — has a fantastic set of notes, “A Guide to Specifying Observation
Equations for the Estimation of DSGE Models”, that discusses these topics in great detail.
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Figure 3: Cycles from a Log-Linear Trend Model
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So what can we do? Well, we can use a filter, such as the Hodrick-Prescott (HP) filter, to try and
break down a series into its various components. The idea behind the HP filter is that the trend must
be a smooth time series, rather than a typical zero-mean white noise process. This means that we
would accept that the growth rate of the trend probably varies a bit over time, leaving a cycle that
moves up and down over time. Hodrick and Prescott suggest choosing the time-varying trend Y;* so

as to minimise the following
N
min [ - Y1)+ A Ay - Av)). 3)
tot=1

This method tries to minimise the sum of squared deviations between output and its trend, (Y; —Y;*)?,
but also contains a term that emphasises minimising the change in the trend growth rate, A(AY;* —
AY,* ;). A is a parameter that we have to set, and typically this is set to 1600 for quarterly data.
The larger the value of A, the smoother the changes in the growth of the trend. Figures 4 and 5 show
HP-filtered US real GDP cycles, consumption, investment and NBER-defined recessions, and US GNP

with various HP filters, respectively.

3For more info see “Postwar U.S. Business Cycles: An Empirical Investigation” by Hodrick and Prescott (1997). This
paper, and the HP filter, was actually first drafted in 1981. But it wasn’t published until 1997.
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Figure 4: HP-Filtered Cycles and NBER Recessions
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As you can see, the HP-filter does seem to fit the quarterly data quite well, and that is probably one
of the reasons why it has become the industry standard technique. However, there is also widespread

concern about its use. Mainly:
1. Business cycle facts are not invariant to the detrending filter used.

2. Other filters may be more optimal. A little bit of thought will reveal that if variables have

different stochastic properties then a different detrending filter should be applied.

3. The HP filter may produce spurious cycles.
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A well known result in the econometrics literature is by Nelson and Kang (1981), showing that if
a linear time trend is fitted to a series which follows a random walk then the detrended data will
display spurious cycles. In other words, if a researcher mistakenly thinks the trend is deterministic,
then the cycles derived will be misspecified. Incorrect assumptions about the stochastic behaviour of a
variable similarly mean the HP filter will exaggerate the pattern of long term growth cycles at cyclical
frequencies and depress the influence of cycles at other frequencies. The result is that the HP filter

may overstate the importance of business cycles.

Figure 5: US GNP and HP Trends
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Even more strikingly, in the context of the Frisch-Slutsky paradigm, the HP filter can be dramatically
misleading. Observed stylised facts about the business cycle reflect three factors: (i) an impulse; (ii)
an propagation mechanism; and (iii) the data being trended by the HP filter and the certain statistics
reported. It can be shown that for a typical macroeconomic model (ii) is unnecessary — merely assuming
a process for the shock and applying the HP filter will be enough to generate business cycle patterns
even if they are not there in the model. In other words, so called “stylised facts” are nothing more
than artefacts. This is why some call the HP filter the “Hocus Pocus” filter — it can create business

cycles from nothing.*

4Hamilton (2018) provides a lengthy explanation of the HP filter’s flaws, and provides an alternative filtering technique
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1.1.1 The Lucas calculation

But should we care about business cycles? How important are fluctuations away from trend growth
compared to the importance of the actual growth rate g7 After all, if fluctuations are of minor
importance compared to growth, then dedicating complex statistical and mathematical techniques to
the explanation of shocks is a waste of time. Lucas considered a simple formulation to try and answer
this question by looking at the “welfare cost” of business cycles. Suppose there are three economies:
A, B, and C. Economy A grows at rate g but has business cycles, economy B grows at rate g too
but does not have business cycles, and lastly, economy C grows at rate g’ > g but has business cycle

fluctuations. So to summarise,

co(L+ 91+ f) wp. 0.5,

co(1+g)t(1—f) w.p. 0.5,
of =co(l+9),

co(l+9¢) 1+ f) wp. 0.5,

co(l+¢) 1~ f) wp. 0.5.

Clearly, economy B and C are better off than economy A, but the question is by how much? Suppose

that the representative agent household in these economies had the following utility function

where lifetime utility in economy A depends on three things: the initial level of consumption ¢y which

affects every period thereafter in the same proportion, the rate of economic growth g, and the size of

in his piece “Why You Should Never Use the Hodrick-Prescott Filter”. In summary, Hamilton’s reasoning is: (i) the HP
filter produces spurious cycles; (ii) filtered values at the end of the sample are very different from those in the middle; (iii)
industry standard values for the smoothing parameter \ are statistically inaccurate; and (iv) there’s a better alternative:
Regress the variable at date ¢ + h on the four most recent values as of date t. Hamilton shows that his method achieves
all the objectives sought by the HP filter but with none of its drawbacks.
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fluctuations f. We can compute the welfare for economy A as follows:

=3 (10 ltraras ) ) + X (05

t=0

(et )

=3B (e 9)) T D+ (= )

|

=3 B A () T D - )

_la” ((1 +HTT+ A - f)”)
21-0 1—-B8(1+g)t-7 '

(4)

Now, how do we compare this welfare to economies B and C? Rather, what fraction of their con-
sumption every year would the households in economy A be prepared to give up in order to have the
features of economies B or C? For economy B, this would mean we solve for some proportion A\Z in

the following equation:

WA<CO7ga f) = WB()‘BCO7g7f)'

So, we have from (4):

lc(l)_a <(1+f)10' + (1 f)la) B ()\Bco)l_o 1
21—o0 1-B(1+g)t-7 T 1-0 1-B(1+g)t°
— A= (; [(1+ 07+ —f)l-ﬂ) o (5)

When we parameterise f = 0.02 and o = 2, we get a value of A? = 0.9996. What does this mean?
Households in economy A would be willing to give up just 0.04% of initial consumption to eliminate

fluctuations. What about when we compare A to C? We get

o T (HNTTHA=HT (AT (A )T+ (- )T

1—0 1—B(1+g)t-e T 1-0 1-B(1+g)t°
— \“ =0.826,
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when 8 = 0.97,0 = 2,9 = 0.015, and ¢’ = 0.025. With this parameterisation A\ = 0.826, which
means that households in A would be willing to give up 17.4% of initial consumption to raise the rate
of economic growth from 1.5% to 2.5% per year while also keeping fluctuations.

So what does this simple exercise show? It seems to suggest that growth matters a lot more than
business cycle fluctuations, which probably explains why Lucas has chosen to focus on long-term
growth rather than business cycle research. But there are some things that this hasn’t addressed:
distributional consequences of business cycles, other values of risk aversion, utility functions say nothing
about unemployment, and other social consequences of recessions (e.g. political instability and crime).
So while Lucas’ napkin math seems to suggest that business cycles aren’t as relevant compared to
growth, we could say that there are factors associated with business cycles which we want to minimise,

and which are not captured by this simple mathematical exercise.

1.2 Stylised facts of the business cycle

We’ve gone on for a bit without formally defining what a “business cycle” is, although I suspect many
have got a decent understanding of it by now. A business cycle is made of an expansion (boom) and
a contraction (recession). During the expansion all good things (GDP, employment, productivity, and
so on) tend to go up, or grow faster than “normal”, and bad things (e.g. unemployment) tend to fall.

During the contraction good things go down and bad things go up.

Figure 6: Detrended GNP and Non-Durable Consumption
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Using some of the techniques previously mentioned (while carefully noting caveats of the HP filter), we
can extract the cyclical component (the business cycle) from raw macroeconomic time-series. Figure
6 plots detrended real US GNP alongside non-durable consumption (all variables are in logs). We
can see a strong positive relationship between the two variables, with consumption leading GDP by a
quarter or two.

Table 1 gives a more complete description of the volatilities and cross correlations of consumption and
labour market variables. We quote results from the US because most of the theoretical models we
shall examine have been constructed with this data in mind. However, surprisingly, the UK exhibits

very similar properties as the US (with a bit more even split between hours and unemployment).

Table 1: Cyclical Behaviour of the US Economy (1954Q1-1991Q2)

Variable Sd% Cross-correlation of output with:

-4 t3  t2 ¢l t t+1  t+2  t+3  t+4
GNP 1.72 0.16 038 063 085 1.00 085 0.63 038 0.16
CND 0.86 0.40 055 068 0.78 0.77 0.64 047 027 0.06
CD 4.96 037 049 065 075 0.v8 061 038 0.11 -0.13
H 1.59 0.09 030 053 074 086 082 0.69 052 0.32
Ave H 0.63 0.16 034 048 063 062 052 037 023 0.09
L 1.14 004 023 046 069 085 0.8 0.76 059 0.40
GNP/L 0.90 0.14 020 030 033 041 019 0.00 -0.18 -0.25
Ave W 0.55 025 021 0.14 0.09 0.03 -0.07 -0.09 -0.09 -0.09

Source: Frontiers of Business Cycle Research (Cooley and Prescott 1995).
Sd% denotes standard deviations, ¢t —j denotes the correlation between GNP at time ¢ and the variable
denoted by the first column at time ¢ — j. CND stands for non-durable consumption, CD for durable
consumption, H for total hours worked, Ave H is average hours worked per employee, L is employment,
GNP/L is productivity, Ave W is average hourly wage based on national accounts. All unemployment
data is based on household surveys.

There are six main stylised facts which emerge from Table 1:
1. Consumption is smoother than output.

2. Volatility in GNP is similar in magnitude to volatility in total hours.
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3. Volatility in employment is greater than volatility in average hours. Therefore most labour

market adjustments operate on the extensive rather than intensive margin.
4. Productivity is slightly pro-cyclical.
5. Wages are less variable than productivity.
6. There is no correlation between wages and output (nor with employment for that matter).

In terms of the neoclassical model’s performance we will show that the model is relatively successful at
explaining why consumption is smoother than output (at least for the US). Fact 2 shows how important
labour market fluctuations are to the business cycle. The sections on unemployment later in the notes
examine a number of models which try to account for fact 3, but this represents a significant problem
for the basic neoclassical model. Facts 4-6 are also very problematic for the neoclassical model. The
findings by Prescott and Cooley are also verified by the findings of King and Rebelo (1999), which we

summarise in Table 2.

Table 2: Business Cycle Statistics for the US Economy

Relative First Contemporaneous
Standard Order Correlation
. . Standard )
Deviation Deviation Auto- with
correlation Output
Y 1.81 1.00 0.84 1.00
C 1.35 0.74 0.80 0.88
I 5.30 2.93 0.87 0.80
N 1.79 0.99 0.88 0.88
Y/N | 1.02 0.56 0.74 0.55
w 0.68 0.38 0.66 0.12
r 0.30 0.16 0.60 -0.35
A 0.98 0.54 0.74 0.78

Source: “Resuscitating Real Business Cycles” (King and Rebelo 1999).
All variables are in logarithms (with the exception of the real interest rate) and have been detrended
with the HP filter. Data sources are described in Stock and Watson (1999), who created the real rate
using VAR inflation expectations. Y is per capita output, C is per capita consumption, I is per capita
investment, N is per capita hours, w is the real wage (compensation per hour), r is the real interest
rate, and A is total factor productivity.
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Some facts that emerge from the King and Rebelo (1999) study are:

1. Consumption of non-durables is less volatile than output.

2. Consumer durables are more volatile than output.

3. Investment is three times more volatile than output.

4. Government expenditures are less volatile than output.

5. Total hours worked are about the same volatility as output.

6. Capital is much less volatile than output.

7. Employment is as volatile as output, while hours per worker are much less volatile than output.
8. Labour productivity is less volatile than output

9. The real wage is much less volatile than output.

Clearly, most macroeconomic series are pro-cyclical, exhibiting a positive contemporaneous correlation
with output, and are very persistent with an autocorrelation order of roughly 0.8 to 0.9. There are
three acyclical series: wages, government expenditures, and the capital stock. So, any model that we

build will have to account and explain these facts, which we will soon find is quite a challenge.

1.2.1 Technical aside: The AR(1) model and impulse responses

Cyclical components are positively autocorrelated (i.e., positive